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Abstract: Simulation of underwater light is essential for modeling marine 
ecosystems. A new model of underwater light attenuation is presented and 
compared with previous models. In situ data collected in Monterey Bay, 
CA. during September 2006 are used for validation. It is demonstrated that 
while the new light model is computationally simple and efficient it 
maintains accuracy and flexibility. When this light model is incorporated 
into an ecosystem model, the correlation between modeled and observed 
coastal chlorophyll is improved over an eight-year time period. While the 
simulation of a deep chlorophyll maximum demonstrates the effect of the 
new model at depth. 
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1. Introduction 

The underwater distribution and variability of photosynthetically active radiation (PAR) are 
important components in numerical models of marine ecosystems [1]. Simulated primary- 
production and the resulting biomass distribution are dependent upon the numerical scheme 
used to describe the attenuation of PAR with depth [2], Variations of the euphotic zone depth 
can have large effects on the gross integrated primary productivity. Light limitation can 
influence the competition between phytoplankton groups [3,4] and the resulting species (or 
functional group) composition, as well as the vertical distribution of phytoplankton [2]. 

Spectral radiation models can reproduce the underwater light field with high accuracy [5], 
However, these models are computationally intensive and therefore, are inefficient for 
incorporation into large-scale, high-resolution, three-dimensional coupled models with short 
time-steps. An accurate, yet computationally simple model for light is needed. 

Lee et al. [6] describe an innovative method for simulating the penetration of solar 
radiation in marine waters from remote sensing (ocean color) data. We have adapted this 
method for inclusion into a coupled biological-physical modeling system and validated its use 
with in situ data collected in Monterey Bay, CA during September 2006. 
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2. Models 

The NCOM-CCS model (Navy Coastal Ocean Model of the California Current System) is a 
coupled bio-physical model for the West coast of the United States [7-9]. The circulation 
model is based on Navy Coastal Ocean Model [8,9]. The model ecosystem [7,10,11] consists 
of three state-variables for nutrients and two state-variables each for phytoplankton, 
zooplankton, and detritus. Phytoplankton photosynthesis is driven by PAR, which is derived 
from the high-resolution surface shortwave radiation fluxes from the Coupled Ocean- 
Atmosphere Mesoscale Prediction System (COAMPS•) [12]. PAR at depth zero is computed 
as the fraction (0.48) of total solar irradiance that penetrates below the air-sea interface. Our 
preliminary treatment of PAR attenuation applied the Lambert-Beer law using attenuation 
coefficients for seawater [including chromophoric dissolved organic matter (CDOM), detritus, 
and total suspended solids (TSS)], kw, and chlorophyll k^: 

PAR(z)=PAR(0~)e'kU) 

k(z) = kw + kc]chl(z)dz 
(1) 

In this expression, all of the wavelengths that make up PAR (400 nm - 700 nm) are attenuated 
equally with depth. 

Using Eq. (1), four different sets of attenuation coefficients (SI-4) were tested in the 
present study (Table 1). The values of SI are taken from the equatorial Pacific upwelling 
model of Chai et al. [11]. S2 values were determined by Newberger et al. [13] for an 
upwelling region along the Oregon coast. Olivieri and Chavez [14] computed S3 from 
chlorophyll and attenuation measurements in Monterey Bay, CA. And Fujii et al. [15] used a 
multispectral optical model coupled to the ecosystem model of Chai et al. [11] to tune the 
attenuation coefficients of S4. 

Table 1. Coefficient sets used for the standard PAR attenuation model. 

kw(m ') kc (m;mgchl') Reference 
51 0.046 0.048 [11] 
52 0.067 0.0095 [13] 
53 0.146 0.024 [14] 
54 0.053 0.064 [15] 

The scheme of Lee et al. [6] was developed to utilize the inherent optical properties (IOP) 
absorption (a) and backscattering (bb) of marine waters (at 490 nm) with the idea that these 
inherent optical properties can be retrieved via remote sensing. For total absorption at 490 nm 
in a range of 0.015 to 1.5 m"1 (equivalent to chlorophyll concentrations ranging from 0.03 to 
30 mg m3), Lee et al. [6] (using HydroLight [5] simulations) developed a simple model for 
the vertical transmittance of solar radiation in the visible (i.e., PAR: 350-700 nm) domain, 
with a, bb, solar angle (8a), and depth (z) as variables: 
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PAR(z)=PAR(0~)e -*R«(*)* 

kpAit(z)- k] +- 
y0.5 d + z)u 

*i = [?ro+/jri(a49o)05+/ir2*A49oI1+Qbsin(6'a)) 

*2 = [<Tl + 6 («490 )° 5 + £A490 J«i + «2 «>s(0o )) 

(2) 

A key feature of this approach is that the attenuation of PAR is no longer treated as a vertical 
constant, but represents the change of light quality with increasing depth (i.e., longer 
wavelengths are attenuated rapidly in the surface water while the shorter wavelengths 
penetrate deeper). Lee et al. [6] assumed the IOP products derived via remote sensing were 
homogeneously distributed in the vertical and recommended caution when applying the 
satellite-based products to vertically stratified regions or depths below the well-mixed surface 
layer. Hereafter, this approach is called the "Rl" scheme. 

3. Adaptation of the light scheme for non-homogeneous vertical distributions 

We have extended the scheme of Eq. (2) to incorporate non-homogeneous vertical 
distributions of IOPs. Now, rather than extrapolating above surface observations to a 
homogeneous vertical distribution, the vertical profiles derived from observations or model 
predictions are used. This implementation allows the modeling of PAR attenuation in 
stratified regions and at depths below the ~ Me depth of satellite detection. 

The absorption and backscattering coefficients in the new scheme (called Ml) are 
calculated from seawater (aw(490) = 0.015) [16] and the phytoplankton chlorophyll (observed 
or model-derived). Phytoplankton absorption is computed using the chlorophyll specific 
absorption coefficient at 490nm (a*(490) = 0.0375) [17]: 

O490(Z): a\w2L<:M{z) +a„.. 

h.   (z) = 0.015 
(            Y-62 

0.2 2>/(r) 
V o            , 

550 

490 

(3) 

where chl(z) are observed or model-predicted chlorophyll profiles. 

For this first analysis we used an a* value based on field measured absorption coefficient 
and chlorophyll concentration and assumed that remains constant in the course of the 
modeling. In the future, an a* value that varies with phytoplankton functional group and/or 
with light and/or nutrient history could also be included when the necessary information is 
available [18]. Scattering (b) is computed from this phytoplankton chlorophyll as well [19], 
then converted to backscattering by assuming bb as 1.5% of b [20]. As backscattering 
coefficient makes minor contribution to the attenuation of PAR for waters in this study, errors 
in bb to b ratio have negligible impacts to the modeled PAR profiles. The solar angle is 
computed from latitude, longitude, date, and time of day. The spectral effects clouds have on 
PAR are minimal [21]; therefore, the model parameters developed in Lee et al. [6] are 
applicable to overcast sky conditions. Under these conditions, the sun angle is set to 45 
degrees [22]. 
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4. Data 

Our in situ validation data set was compiled from a series of 98 profiles measured during 5-15 
September 2006 in Monterey Bay, California (Fig. 1) aboard the R/V John H. Martin. 
Hyperspectral measurements were collected using a Satlantic HyperPro II profiling 
radiometer package equipped with a two-channel backscatter and fluorescence sensor 
(WETLabs ECO-BB2F; bb:470 and 700 nm, chlorophyll fluorescence). Temperature, 
conductivity (converted to salinity) and depth were recorded simultaneously by the profiler. A 
spectrally matched planar irradiance meter was used as a deck reference for all casts. A 
minimum of three up- and down-casts were collected at each station, with poor casts (ship 
shadow, high tilt angles, or excessively noisy data) discarded. 

Data were processed using Prosoft 7.7.9 (Satlantic, Inc.) with calibration and instrument 
files generated by Satlantic immediately prior to the field campaign in 2006. Data were 
processed (level 3) using shutter (dark) correction, depth binned to 1 m with 1 nm spectral 
resolution. Subsequent processing (level 4) utilized the following values. Integration Points: 
5; Reflection Albedo: 0.043; Reflectance Index: 0.021; Refractive Index: 1.345, to produce 
the diffuse attenuation coefficient, downwelling irradiance, upwelling radiance, fluorescence, 
backscatter, water temperature, salinity, and density values used in this study. Processed 
Level 3 and 4 data were extracted to MATLAB (The Mathworks, Inc.) data format using the 
MAT Data Extractor in ProSoft. 

-122.1     -122.2     -122.1       -122       -121 •*     -121 S 
l.onpilmie 

Fig. I. Mean (of cloud-frcc pixels) OC'3m chlorophyll (a), total absorption (b), backscattering 
(c), and absorption due to CDOM and detritus (d) in Monterey Bay, CA. for the period 
September 5-15, 2006. Symbols indicate the locations and dates of in situ profiles. 
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Remote sensing data, derived from the Moderate Resolution Imaging Spectroradiometer 
(MODIS) aboard the Earth Observing System (EOS) spacecraft Aqua, was processed using 
the Naval Research Laboratory's automated processing system (APS v5.4) [25]. Chlorophyll 
derived from the OC3m algorithm [26] compare well with chlorophyll derived from the in 
situ fluorometer. The cloud-free mean field, for the time frame of the in situ observations, of 
(oc3m) chlorophyll is shown in Fig. 1(a). The other satellite derived products used in this 
study, computed at 488mn with the APS's quasi-analytical algorithm (QAA) [27] are: total 
absorption [Fig. 1(b)], backscattering [Fig. 1(c)], and the absorption due to CDOM and 
detritus [Fig. 1(d)]. The dates and locations of the in situ hydrocasts are overlain on the fields 
in Fig 1. 

During the time period of the observations, winds were predominantly from the North- 
Northwest creating upwelling favorable conditions [28]. However, during 7-9 Sept., the winds 
switched to the South-Southwest. Also during this time period, the northeastern part of 
Monterey Bay experienced an unusually large phytoplankton bloom. The bloom consisted of 
Akashiwo sanguinea (Gymnodinium senguineum, G. splendens), a large (40-75 um), 
mixotrophic dinoflagellate species, known to form dense blooms in the Eastern Pacific [29]. 
This species occurs in coastal waters offshore of San Francisco Bay during autumn or during 
periods of diminished upwelling when stratified conditions favor vertical migrators [29]. The 
blooms can then be transported to San Francisco Bay [29]. There were two relaxation events 
just prior to the time frame of these observations, 25-27 Aug. and 31 Aug. - 2 Sept. The 
highest chlorophyll concentrations (>60 mg m3) were measured (in situ) on 7 Sept. 
Upwelling favorable winds returned on 10 Sept. and the bloom began to dissipate between 12- 
15 Sept. These protozoans generally cannot migrate across strong density gradients. The 
vertical position of the dinoflagellate bloom [determined by their particle volume fraction 
(uL/L) to particle diameter (um) ratio] appears bounded by density gradients. 

5. Methodology 

To validate Ml, the vertical distributions of chlorophyll were estimated from in situ 
fluorometer observations described in the Data section. Using Eq. (3) these profiles were then 
converted to profiles of absorption (a) and backscattering (bb) at 490 nm. The upper most 
measured chlorophyll concentration was simply treated as the surface concentration. The sun 
angle computed from the time and position information was used except during overcast 
conditions (when 9a is set to 45°). The light profiles obtained from Ml and the standard 
method (SI-4) were then compared to PAR measured concurrent with the fluorometer data. 
Next, using a(488) and bb(488) from the QAA processed data (or the temporal mean field 
[Figs. 1(b)-1(c)] when the in situ profile was obscured by clouds), we ran the IOP-based 
scheme (Rl) for the time and location of each of the in situ profiles. 

Lastly, we ran two Rl/Ml hybrid scenarios (M2-3). It is known that the absorption by 
CDOM is an important component in determining the attenuation of light [15, 30]. In the first 
scenario, we simply added the absorption due to CDOM and detritus, a<jg(488), derived from 
the QAA [Fig. 1(d)] and applied it as a constant with depth as in the satellite model. In the 
second case, based on profiles of bb (Fig. 2) and bb:b ratios from the in situ data set, we forced 
the satellite derived CDOM (and detritus) absorption coefficients to have profiles matching 
the fluorometer profiles shape (i.e., we assumed case I like dependency). 
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Fig. 2. Profiles, typical of the in situ data set, of density, backscattcr, salinity, temperature, and 
fluoromctcr derived chlorophyll (from 05 Sep.. 2006). 

6. Results 

Each of the 98 in situ fluorometer profiles was used as input to estimate downwelling PAR 
with each of the eight light schemes (SI-4, Rl, and Ml-3). The outputs from the eight 
schemes were then compared to the in situ PAR profiles (as % of surface PAR). These 
comparisons are shown for two of the profiles, one with high chlorophyll and low PAR 
penetration [Fig. 3(a)] and one with a more typical chlorophyll concentration profile [Fig. 
3(b)]. Mean profiles were created from all the data and each of the models. Because the 
number of deep profiles is very small, the mean profiles are computed to 35 m depth only. 
Next, the error between each model mean % PAR profile and the mean measured profile are 
normalized by the data and the results plotted in Fig. 4(a). The mean fluorometer profile and 
number of stations with measurements taken at each depth are shown in Fig. 4(b); it is 
important to note the large drop-off of sample size around 30 m. The root mean square error 
(RMSE) and correlation coefficients of the various attenuation models (comparing the means) 
are given in Table 2. The shapes of the mean attenuation profiles are all generally well 
correlated with the mean data profile since they are all exponential decay functions. The 
M1&3 and S2-4 all match the shape of the mean profile with correlation coefficients > 0.99. 
Small offsets of the model profiles from the data may be due to the simple method used to 
extrapolate the fluorometer measurements to the surface. 

PAR (13 Sep.. 2(1061 PAR (06 Scp 2006) 

•     •-. 

Ml 
•*      Ml r^/ 
 XI 

 vt / 
to  ** 

/•r     yf i 
i" 

i 

20 

?S 

la)     , 
M 

Fig. 3. PAR profiles (%) from models and in situ data with in situ fluorometer profile for two example casts. Low (a) 
PAR penetration/high chlorophyll and deeper (b) PAR penetration/lower chlorophyll. 
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It is apparent from Fig. 4 that the standard (SI-4) model over-estimates PAR in the upper 
water column with each of the four sets of parameters. The longer (red) wavelengths of the 
PAR spectrum should be removed rapidly in this region. An important feature of the profiles 
from the standard model is switch-over at depth (the exact depth depends on the set of 
coefficients used) from the over-estimation of light to its under-estimation; now the remaining 
blue-green bands should not be absorbed so strongly. S4, with the coefficients optimized via 
the bio-optical model [15] has the smallest RMSE (0.63) of the standard formulations. 

Mean Rmir Profiles (normalized! 

0 100        200        300      400 500 1000   1500   2000 
Notmatized Errcx % (100 ic |Model-DalaK>ata) 

(b) 

Numbei ol Samples 

Fig. 4. Normalized % error of the model means compared with the data mean profile (a). Mean 
in situ fluoromctcr profile and total number of samples from each depth (b). 

The Rl model computed too-little light for all but the near surface because of its 
assumption of a homogeneous profile (i.e., continuous high chlorophyll for the whole water 
column). In the upper-most water column, in the region where the high chlorophyll values are 
approximately homogeneous, the Rl model simulates PAR well (Fig. 4). The RMSE of this 
model, 0.69, is comparable in magnitude with S4 but with too little rather than too much light. 

Table 2. Results of model/data comparisons. 

RMSE (%) 

SI 1521 
S2 261 
S3 99 
S4 63 
Rl 69 
Ml 32 
M2 47 
M3 16 

Correlation Coefficient 

0.8945 
0.9888 
0.9859 
0.9969 
0.9896 
0.9907 
0.9938 
0.9949 

"Pure seawater" Euphotic 
Zone Depth (m) 

101 
69 
32 
87 
n/a 

225 
n/a 
n/a 
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The MI model RMSE is 0.32 and it is apparent from Fig. 4 that the error is approximately 
constant with depth with no gross over or under-estimates. The inclusion of the remotely 
sensed CDOM in M2 as a homogeneous concentration with depth causes the modeled %PAR 
profile to behave like the Rl model profile with a smaller underestimation and a RMSE of 
0.47. If, as with these data, the use of a Case 1 water like dependency is warranted, M3 
provides the best results of all the models evaluated. M3 produces results with a small and 
non-depth dependent RMSE of 0.16. 

In order to investigate results from the various light models at depths greater than those 
attained by our in situ sampling, we used a simulated 250 m water column. As evidenced by 
the straight lines when plotted on a semi-log plot (Fig. 5), the standard model contains no 
information about the spectral nature of the attenuation of light by water (the chlorophyll 
concentration was set to zero for the entire water column for these model runs). The IOP 
based models (represented by Ml) display a changing slope with depth, indicating the 
"pseudo-spectral" nature of the scheme. Remember, the values of the coefficient aw used in 
the standard models contain varying contributions from CDOM, detritus, and TSS depending 
on the coefficient used (see Models section). The dashed line marks the one-percent light 
level, used to define the base of the euphotic zone. While this figure may be an exaggeration 
of the effect, the differences in depth of the euphotic zone between models is apparent. 

M t euphotic zone depth * ??5 n 
S t euphotic zone depth • 1'_. .. 
S2 euphotic zone depth • 68 m 
S3: euphotic zone depth • 32 m 
S4 euphotic zone depth - 67 m 

Chlorophyl 

Fig. 5. Comparison % PAR profiles for SI-4 and Ml run for an idealized water column with no 
chlorophyll. Dashed light delineates the 1% light level (i.e., depth of the euphotic zone). 

7. Effects of light schemes on the ecosystem model 

The consequences of simulated euphotic zone depth variation between the light schemes (S2 
and Ml) are evident with the incorporation of the schemes into the coupled ecosystem model. 
Phytoplankton utilize photons incident from any direction. Therefore, for completeness, 
downwelling PAR needs to be converted to scalar PAR for use in photosynthesis 
computations, which is achieved with division by the average cosine (/7). Average cosine, in 
general, changes within -0.5 to 1.0 vertically [23,24]. In this study, for simplification, the 
constant value 0.7 is used for the average cosine. The small error in treatment of this 
parameter has no adverse impact on the overall conclusions because the same parameter is 
used in all simulations. 

The NCOM-CCS simulation with the Ml light scheme produces a deep chlorophyll 
maximum (DCM) at the nutricline, which is not replicated in simulations using the standard 
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model (Fig. 6). The NCOM-CCS simulated DCM is similar that observed along 140° W 
between 25° N and 35° N by Hodges and Rudnick [31] Jan. - Feb. 1997. The ability to model 
this ubiquitous oceanographic feature [32] is an important consequence of our new scheme. 

IAH Mil 

iwl 
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I '«» I24W 124W 122W I2BW IIIW 

Longitude 

Fig. 6. NCOM-CCS chlorophyll (colors) and nitrate (white contours) results using Ml (top) vs. 
S2 (bottom) for 15 Jan 2003 at 31.16° N 

Near-coast (100 km), monthly mean surface chlorophyll concentrations from NCOM-CCS 
(with both S2 and Ml light schemes) from 30° N to 46° N were compared to Sea-WiFS 
derived values over eight-year simulations (1999 - 2006). The correlation between the model 
and satellite derived values is enhanced by the use of the new light scheme (Fig. 7). 

Cowil l M.».if*)ll C'onclalim Cwffirical Mi«lcl >> ScWiPS ITO.IW 

Fig. 7. Time scries (1999-2006) of the correlation of model and ScaWiFS coastal surface 
chlorophyll along the U.S. West coast: NCOM-CCS with S2 attenuation model (blue) and with 
Ml (red). 
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8. Conclusions 

The new scheme of underwater PAR propagation presented here, and in Lee el al. [6], has 
several advantages for use in coupled ecosystem models. This new scheme (Ml) is both 
accurate and expeditious. It is also flexible; attenuating and scattering components can be 
added either within the ecosystem model, or from remote sensing (M2), or other data sources 
(M3) to improve the accuracy of the modeled PAR field. The simulation of three-dimensional 
chlorophyll concentrations within the NCOM-CCS coupled model is improved (Figs. 6-7) 
using this new scheme. 
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